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Proprietary dominance





History of AI

Open research and open 
source code Well, this hackathon

Huge amount of data Opensource ImageNet

Huge amount of compute GPUs



It all started with AlexNet

Year 2012 
100k citations!

https://papers.nips.cc/paper_files/paper/2012/hash/c399862d3b9d6b76c8436e924a68c45b-Abstract.html



AI runs on GPUs

• AI = matrix multiplications, which is massively parallelizable


• GPUs are great at parallel programming


• CPU < 32 cores/threads, GPU> 4000 cores/threads!


• CPU is 10x slower, at least


• Impractical to train or even run any reasonable AI model outside GPUs and 
ASICs



CUDA is de facto standard 

• CUDA is C-like language to program a GPU


• All AI programs are written in Nvidia’s GPGPU language CUDA


• Works only on Nvidia GPUs


• Therefore AI stuff runs only on Nvidia GPUs


• AI hardware is monopoly because of lack of good compilers!



AlexNet was done in CUDA of course



PyTorch dominates AI frameworks
Written in C++ & CUDA but with Python API

https://se.ewi.tudelft.nl/desosa2019/chapters/pytorch/#fn:3



500k USD / DGX H100 
30k USD/Card  
Almost a million H100s ordered  
for the next year 



Computer Architecture



von Neumann architecture

https://chsasank.com/llm-system-design.html



Basis of all Computers



Basis of all GPUs

https://simple.wikipedia.org/wiki/Video_card



GPU Architecture
GPU = Multi core processors with support for hardware support for multi threading

Note Memory Hierarchy
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0061892



Optimal hardware design

Optimal FLOPs/BW = Batch Size



FLOPs/BW is getting worse
We need newer designs for inference



AI Chips
Cambrian Explosion



Break the wall



How to support newer architectures?
Common intermediate representation for all programming languages and hardware

https://aosabook.org/en/v1/llvm.html



Kernels are hard
Another point of lock-in



SYCL: A Portable Alternative to CUDA
Standard, not implementation



SYCL Works Great

https://chsasank.com/portblas-portable-blas-across-gpus.html



LLVM IR doesn’t work
For GPUs



GPL License
Free the software

https://twitter.com/elonmusk/status/1765387202953937224





I build hardware




